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ABSTRACT

When more than one activity in a project requires the
same indivisible resource, the project schedule can resolve
this resource constraint by specifying the order in which

these activities are to be performed. Several heuristic
criteria for determining this order are considered. The
minimum cost schedule for a given project deadline can

often be found by determining the bptimal schedule ignoring

the resource constraints and then resolving any resource
usage conflicts by ordering the conflicting activities so
as to minimize the project completion time. A simple

procedure for determining this latter order is given.
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I. Introduction.

Usually project scheduling techniques consider the
project as a network of activities. In the project network
an activity can be represented by a branch (arrow) between
two nodes (circles). Nodes represent the beginnings and/or
completions of activities. For example, the network for a
project consisting of activities A, B, C, D, E, F, and G is

given in Figure 1.

Figure 1. Project Network

The node numbers within the circles are for reference
purposes only.

In Figure 1, these six activities have the following
relationships:

(i) A and B start at the same time.

(ii) A must be completed before C can be started; and

C and G must be completed before E can be started.

i




B must be completed before D and G can be started;
and D must be completed before F can be started.
That is, A precedes C, C precedes E, B precedes D,
B precedes G, G precedes E, and D precedes F.
(iii) The project will not be finished until both E and

F are completed

The time that it actually takes to complete an activity
from beginning to end is called the activity's duration
and may be a random variable. The mean duration of each
activity has been determined for this example and they are

given in Table 1.

Table 1. Activity Mean Durations.

Activity Mean Duration
A 10 hours
B 12 hours
c 8 hours
D 7 hours
E 11 hours
P 9 hours
G 0 hours

The overall project duration has been calculated as
the maximum path length where a path length is calculated
by the addition of all activity durations along the path,
When each activity duration is its mean, the path through

2 wete oy




A-C-E takes twenty-eight hours, the path through B-G-E takes

twenty-three hours, the path through B-D-F takes twenty-nine
hours, and the critical (longest) path is through B-D-E
taking twenty-nine hours.

The cost of an activity is assumed to be a convex
piecewise linear function of the activity's mean duration.
This allows for the possibility that an activity duration
can sometimes be shortened by the application of greater
amounts of resources such as labor and capital. This
implies that the expenditure of more money may reduce the
duration of an activity. There is, therefore, a time/cost
trade-off for each activity in the project and an overall
trade-off involving project duration and project expense.
For example, in Figure 2 to have a duration in the interval
of [%1, T%] might be more expensive than [éz, T%] due to
the use of more efficient equipment.

A project schedule is a specification of each
activity's mean duration. The time to complete the project
is a random variable whose distribution depends on the
activity duration distributions. The objective is to
determine a minimum cost project schedule such that the
mean of the corresponding project completion time

distribution is less than or equal to a specified project .i

deadline.




Activity
cost -

Activity mean
Ty T, T, Duration

Figure 2. Activity Cost vs. Activity Mean
Duration

2. The Problem.

In project scheduling, there are two kinds of
feasibility constraints commonly found. First, there are
limits on the amount of available resources. Second,
there are restrictions on the order in which tasks can be
performed. A solution to a project scheduling must be a
feasible resolution to both of these two types of
constraints. The resolution of the problem of limited
resources requires answers to two kinds of questions:

1. Which resources will be allocated to which tasks?
2, When will each activity be performed?

In other words, without the assumption of unlimited

LT AR TIT e




resources one must make both allocation decisions and
precedence decisions.

For example, in a shipyard there may be only one large
capacity crane. Activity A cannot be performed without the
crane. The relationship between the mean completion time

for activity B, say TB' and its cost is as in Figure 3.

Cost

2 8 10 T

Figure 3. Activity Cost vs. Activity Mean Duration
for Activity B

1f 2 < Tg < 8, the crane must be used for activity B. If
8 < Tg < 10, an alternative less expensive procedure not
involving the crane is used. Let Start A and Start B be

the times at which activities A and B are scheduled to

begin. Let T, (Tg) be the mean duration scheduled for

activity A (B). Then there are three possibilities:

e e

1. The time interval [Start A, Start A + Tp] and [Start

B, Start B + Tg] do not overlap;

2. the time intervals do overlap but Tg > 8; and




3. the time intervals overlap and Ty < 8.

Only the third possibility causes difficulties for activity
A and activity B compete for using the crane.

When we try to resolve the limited resources problem,
two reasons stand out as the causes for the current
uncertainty and lack of a definitive solution to these
problems.

The first difficulty is the statement of the problem.
Often times, only a subset of the resources are required
for the full duration of the activity; the other resources

are needed only for a fraction of that duration. The

analyst must then choose between subdividing the activity
according to the combination of resources required at any
point of time, which may lead to a prohibitively complicated
network, or leaving the activity as an entity--a course of
action that must lead to a gross exaggeration of the total
requirements. Furthermore, it is generally recognized that
the time estimates of an activity duration are based on
subjective knowledge of the availability of resources. The
functional relationship between these two variables may not
be known, but it in no sense vitiates its existence. It
follows that subdividing the activity in accord with its
resources requirement at various points of time may change
the time estimates of the subdivisions, which in turn may

affect the resource requirement. A vicious cycle results




ST T Eseandn Ty TTNNO TR, S TR e T

JEEHTENICI R 4

which may disrupt any possibility of obtaining meaningful
results.

Another major roadblock to a clear and precise
statement of the problem is the fact that an activity can
be started and possibly maintained for a long time, with
fewer resources than are ideally needed. If the functional
relationship between resource availability and the duration
were known, analysis similar to the time-cost trade-off
analysis could be conducted. But in general, this
functional relationship is not defined. Moreover,
activities that require more than one resource would
require a complete different treatment from those activities
requiring only one resource.

The second reason stems from difficulties in the
formulation of the mathematical model. There is the
interdependence among the activities due to the sharing of
the same resources and the dependence of resource
consumption on the manner in which the activity is
subdivided. Both of these dependencies are basically
nonlinear in character. Thus even if the functional
relationship describing the dependencies were determined
there would still remain the task of combining these
individual relations into a meaningful whole.

Furthermore it is often difficult to ascertain the

objectives of management, particularly when these




objectives are poorly formulated and far from crystallized
in management's own mind. For example, the objective may

be any one of the following three:

1. Minimize total project cost assuming unlimited

availability of the various resources at a price. ;
The price may or may not be linear with the quantity

ordered.

2, Minimize the duration of the project under limited
availability of resources. i
3. Level the resource consumption while meeting a

specified project completion deadline.

3. A Heuristic Procedure Based on Precedence Relationship.
If the minimum cost schedule is determined, the

situation might be as Figure 4 where activities A, B, and

C compete for the same critical resource.




.

p—

———
-—

Time

Figure 4. The Time Duration Intervals for Competing

1.
2.

3.
4.

Activities

One way to resolve the resource conflict is through
required precedence relationships. What we have to do is
determine some way of deciding what the precedence
relationship among these activities should be; say A before
B before C, or B before A before C, etc. There are several
reasonable ways of deciding these precedence relationships.
For example, one might say that A should start before B if

in the current infeasible project schedule

activity A started before activity B;

the midpoint of the duration interval for activity A
was less than that for activity B;

activity A finished before activity B;

doing activity A before activity B increased the

project completion time less than doing activity B

before activity A.
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5. the cost of decreasing the mean completion time for

activity A is less than the corresponding cost for

activity B.

Once a precedence relationship among the competing

activities has been determined, the project network can be

redrawn and a new minimum cost schedule determined.

The whole heuristic procedure to mediate the

competition for limited resources by using precedence

relationships can be outlined as follows:

Step (1) Determine the minimum cost schedule for the

Step (2)

project network disregarding resource constraints.
This can be done using the network-flow algorithm
described in Technical Report #55 if each
activity's duration is assumed to equal its mean
duration. Alternatively, it can be done using
the Statistical PERT algorithm described in
Technical Report $#57 if the randomness of each
activity's duration is to be explicitly
considered.

Examine the current project scheduling. If there
are no re;ource conflicts go to Step 4.
Otherwise, select a criterion from (1) - (5) as
mentioned above for establishing the precedence

relationships and determine the precedence

relationship associated with each conflict.
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Step (3) Redraw the project network to reflect any new
precedence relationships. Dummy activities
having zero duration and cost may have to be
introduced to preserve the origional inter-
activity relationships. Return to Step 1.

Step (4) An "optimal” schedule which does not violate the

resource constraints has been found.

4. Testing the Precedence Criteria in the Heuristic
Procedure.
Since it is impractical to redraw the project network
and to explicitly 2valuate each precedence criterion
(1) - (5) for each project network, the objective is to find
guidelines for choosing a precedence criterion which usually
provides a near minimum total project cost subject to a
specified project deadline and limited critical resources.
To evaluate the precedence criteria (1) - (S5), several
sample projects have been considered. The first project
(Py) is described in Table 2 and depicted in Figure 5. 1In
Table 2 the activity cost as a convex piecewise linear
function of the mean duration is implied by the given time
and costs at the ends of the linear segments.
The optimal project schedules (apart from resource
constraints) for project deadlines of 39 and 35 are given in

Table 3 for project P;.
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Figure 5. Original Project Network for Py

.
() 3

. 9)\

4 | -
D e o
- //
5 8
sy

0 bl




13

Table 2. Activity Costs and Durations for Project P;

Activity Origin Terminal Number of Time Segments

Number Node Node Different and

Completion Cost
Times




Table 3.

Optimal Project Schedules

for Two Specified Deadline Times Ignoring

Resource Constraints for Project P;

Project Deadline

Project Deadline

Activity
‘Activity Activity Activity ~Actlivity
Duration Duration
1 6 S 6
2 9 3 9
3 15 8 12
4 10 3 10 3
5 10 3 10 3
6 8 4 8 4
7 7 4 7 4
8 15 4 15 4
9 10 4 9 S

Project Cost

w
-4

T
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Suppose that in Py activities 3, 4, and S compete for
the same resources. In what follows the effect on the
project cost of using the precedence criteria (1) - (5) to
resolve the resources conflict is evaluated.

First, we consider the precedence relationship to be
activity 3 before activity 4 before activity 5, (3 + 4 + 5),
where "+ implies "precedes". The corresponding project
network is in Figure 6. Activity 10 is a dummy activity
with zero duration and zero cost. The corresponding optimal

schedules are given in Table 4.

Figure 6. Restructured Project Network for 3 + 4 +» 5




Table 4. Optimal Schedule for 3 + 4 + 5

Project Deadline Project Deadline

t
Activity 39 35

Number Activity Activity Activity Activity

Duration Cost Duration Cost

5 6.5
3 3

1
2
3
4
5
6
?
8
9

-
o

Project Cost

Second, we consider the precedence relationship
activity 3 before activity 5 before activity 4. The
corresponding project network and optimal schedules are in

Figure 7 and Table S respectively.
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Figure 7. Restructured Project Network for 3 = 5 + 4

AS e .
1 {dummy) ., ;\’,{
‘. 8 S8
5L -
Table 5. Optimal Schedule for 3 + 5 + 4
Project Deadline Project Deadline
Activity 39 15
Number Activity Activity Activity Activity
Duration Cost Duration Cost
1 6 S 4 8 '
2 9 3 9 3 ;
3 8 15 8 15
4 ) 9 5 9
5 6 6 6 6 |
6 8 4 8 4
7 6 5 5 6.5
8 15 4 15 4
9 8 6.67 7 8
10 0 0 0 0
Project Cost 57.67 63.5
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Third, we consider the precedence relationship activity

4 before activity 5 before activity 3. The corresponding

project network and optimal schedule are in Figure 8 and L

Table 6 respectively.

Figure 8. Restructured Project Network for 4 + S + 3

GV 3 e 6
e _

T R (dumm&)“ 10 L N g

4 .i)- )
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Table 6. Optimal Schedule for 4 - 5 + 3

Project Deadline Project Deadline
Activity 19 35
Number Activity Activity Activity Activity
Duration Cost Duration Cost
1 6 5 6 5
2 5 6 4 7.5
3 8 15 8 15
4 5 9 5 9
5 6 6 6 6
6 5 6 5 6
7 7 4 7 4
8 15 4 15 4
9 10 4 7 8
10 0 0 0 0
Project Cost 59 64.5

Fourth, we consider the precedence relationship
activity 4 before activity 3 before activity 5. The
corresponding project network and optimal schedule are in

Figure 9 and Table 7 respectively.
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Figure 9. Restructured Project Network for 4 - 3 + §

2 4) "'s)

Table 7. Optimal Schedule for 4 - 3 + 5 i

. Project Deadline Project Deadline
Activity 39 35 ;
Number Activity Activity Activity Activity :
Duration Cost Duration Cost @
1 6 5 6 5 3
2 5 6 5 6 ;
3 8 15 8 15
4 8 S 5 9
5 6 6 6 6
6 8 4 7 4.67
7 7 4 7 ‘
8 12 6.4 11 7.2
9 10 4 10 4
10 0 0 0 0

Project Cost 55.4 60.87
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Fifth, we consider the precedence relationship activity
5 before activity 4 before activity 3. The corresponding
project network and optimal schedule are in Figure 10 and

Table 8 respectively.

Figure 10. Restructured Project Network for 5 » 4 + 3

- , e . Y T S Y DR S R T G S T




Table 8. Optimal Schedule for 5 -+ 4 + 3

Project Deadline Project Deadline
Activity 39 35 :
Number Activity Activity Activity Activity ;
Duration Cost Duration Cost j
1 6 5 6 5 A
2 -] 6 4 7.5
3 8 15 8 15
4 5 9 S 9
5 6 6 6 6
6 5 6 5 6
7 7 4 7 4
8 15 4 15 4
9 10 4 7 8
10 0 0 0 0
Project Cost 59 64.5

Sixth, we consider the precedence relationship
activity S before activity 3 before activity 4. The

corresponding project network and optimal schedule are in

Figure 11 and Table 9 respectively.




ok 2

Figure 11. Restructured Project Network for 5 + 3 + 4

; 3 |
1 .3 -~ 6 6 w1,
o 4 9
12 5 10 (dummy) A - 7 e
| : 8
N, A , 8

Table 9. Optimal Schedule for 5 + 3 + 4

23

Project Deadline Project Deadline

Activity

39 35
Number Activity Activity Activity Activity
Duration Cost Duration Cost
1 6 5 6 5
2 5 6 3 9
3 8 15 8 15
4 ) 9 5 9
5 6 6 6 6
6 8 4 8 4
7 6 S 6 5
8 15 4 15 4
9 9 5.33 7 8
10 0 0 0 0

Project Cost $9.33 65

i it cntin AR
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Table 10 indicates the precedence relationship for
project P, corresponding to each of the precedence criteria
(1) - (5). If a criterion implies two possible precedence
relationships, both are listed in Table 10.

Table 10. Precedence Relationships and Project Costs
Corresponding to Precedence Criteria (1) - (3).

Project Criteria Precedence Project Cost
Deadline Relationship
39 1l 3 +4+5 53.20
3 +5 -+ 14 57.67
2 3 +4+5 53.20
3 +5 + 4 57.67
3 5 +4 +3 59
4 »5 +3 59
4 3+4-+5 53.2
4 +5 +3 59 ;
5 5+4 +3 59.33 i
1
35 1 3+4-+5 58.7 -i
3+5+4 63.5 1
2 5 +4 +3 64.5
4 +5-+3 64.5 ?
3 3+4+5 58.7 '
3+5-+4 63.5 :
4 3+4-+5 58.7 :
4+5+3 64.5 |
5 5 «+ 4 +3 64.5 :

e Y Y g (A Y e i
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wWhen the precedence relationships implied by the
criteria are compared to the optimal precedence relation
(determined by complete enumeration of the possible
precedence relations, Figure 6 - Figqure 11 and Table 4 - 9),
we find that using criterion 1, 2, and 4 provide the optimal
project cost when the project deadline is 39, and criterion
1, 3, and 4 provide the optimal project cost when deadline is
35.

A second sample project network P, is depicted in
Figure 12 and described in Table 11. The project deadline
is assumed to be 14. The optimal schedule (ignoring
resource constraints) is given in Table 12,

Assume that activity 2 and activity 3 compete for the
same critical resource. An evaluation of the five
precedence criteria is summarized in Table 13. 1In Table 13
the optimal project cost is 36 corresponding to using
criteria 2, 3, or 4. Also assume that activity 4 and
activity 5 compete for the same critical resources. The
resolution of the conflict of activity 4 and activity 5 7
by the five precedence criteria is summarized in Table 14. :
In Table 14 the optimal project cost is 43 corresponding

to using criteria 3 or 5.
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Figure 12. Project Network for P,

Table 11. Activity Costs and Durations for P,

Number of Time
Activity Origin Terminal Different and Segments
Completion Cost

Times

1l 1l 2 3 Time 3 5 7
Cost 8 4 3

2 2 k] 2 Time 4 4
Cost 8 8

3 2 4 2 Time 2 6
Cost 8 3

4 3 5 3 Time 3 5 7
Cost 9 6 2

) 4 5 3 Time 4 8 12
Cost 15 7 3
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Table 12. Optimal Project Schedule for P,
Ignoring Resource Constraints

(Proiject Deadline = 14.)

Activity Activity Activity

Number Duration Cost
1 3 8
2 4 8

3 3 6.75
t 4 7 2
S 8 7

Project Cost 31.75

Table 13. Precedence Relationship and Project
Cost Corresponding to Criteria (1) - (5) When
Activity 2 and 3 Conflict and Project Deadline

i is 14 in P,
f Criteria Precedence Relationship Project
Cost
E 1 2 + 3 39
3 +2 36
2 3 +2 36
3 3 +2 36
4 3 +2 36
5 2 + 3 39

TR LA vy i e P T
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Table 14. Precedence Relationship and Project Cost
Corresponding to Criteria (1) - (5) When Activity
4 and 5 Conflict and Project Deadline is 14 in P,

Criteria Precedence Relationship Project
Cost

1l 5 + 4 45
2 5 + 4 45
3 5 + 4 45

4 » 5 43
4 5+ 4 45
S 4 +5 43

The third sample project network P3 is depicted in
Figure 13 and described in Table 15. If the project
completion time is 30, the optimal project schedule
(ignoring resources constraints) is given in Table 16.

Assume that activity 3 and activity 4 compete for the
same critical resource. An evaluation of the five

precedence criteria is summarized in Table 17. In Table 17,

the optimal project cost is 20.67 corresponding to criteria
1, 2, and 4 when the project deadline is 30.
Assume that activity 4 and activity 5 compete for the 1

same critical resources. The results of the resolution of




the resource conflict between activity 4 and activity 5 by
the five precedence criteria are given in Table 18. 1In

Table 18 the optimal project cost is 46 corresponding to

criteria 1, 2, 3, 4, and 5 when project deadline is 30.

Figure 13. Project Network for Py




Table 15. Activity Costs and Duration for Pj,

F Number of Time

Activity Origin Terminal Different and Segments
Number Node Node Completion Cost
Times
1 2 time 3 7
1 2 cost 8 3
time 4 8 12
2 1 3 3 cost 16 8 4
time S 8 10 16
3 2 4 4 cost 16 10 6 4
' time 4 7
1 4 3 5 2 cost 10 5 9
] time 3 6 4
5 4 5 3 cost 12 8

e

Table 16. Optimal Project Schedule for P3
Ignoring Resource Constraint
(Project Deadline = 30.)

Activity Activity Activity
Number Duration Cost
1 Y 3
2 12 4
i 3 14 4.3
4 7 5
i 5 9 4
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Table 17: Precedence Relationship and Project Cost
Corresponding to Criteria (1) - (5) When Activity 3
and Activity 4 Conflict and Project Deadline is 30 in P3

; ~Precedence
Criteria Relationship Project Cost
1 3+ 4 20,67
2 3 + 4 20,67
3 4 + 3 30
4 3 + 4 20.67
5 4 + 3 30

Table 18: Precedence Relationship and Project Cost
Corresponding to Criteria (1) - (5) When Activity &4
and Activity 5 Conflict and Project Deadline is 30 in P3

Precedence
Criteria Relationship Project Cost
1 4 +» 5 46
2 4 + 5 46
3 4 » 5 46
4 4 + 5 46
5 4 »5 46
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S. Checking the Usefulness of the Five Criteria

The usefulness of the precedence criteria in the six

cases arising in the three experimental projects is given in

Table 19.

Table 19. The Usefulness of the Precedence Criteria
in the Three Experimental Projects* ]

Project Number Py Py Py !

Conflicting Activities 3,4,5 3,4,5 2,3 4,5 3,4 4,5 |

Project Deadline 39 35 14 14 30 30
Criteria 1 X X X X
2 X X X X
3 X X X X
4 X X X X X
5 X X

* the "X" denotes the criterion which yielded the minimum
cost precedence relationship.

From Table 19 it is apparent that several criteria
often yield the minimum cost schedule. However, criterion
4 which corresponds to ordering the conflicting activities
80 as to minimize the project completion time is most

frequently optimal, 5 out of 6 cases. The optimal activity




durations related to the one case in which criterion 4
failed are given in Table 20. From Table 20 it is apparent
that in the one case where criteria 4 failed it did so
because an activity, 3, not involved in the resource
conflict had to have its duration substantially reduced

{cost substantially increased) under the schedule

corresponding to criterion 4 but not under the alternative

schedule.

Table 20. Comparing the Project Schedules
for a Project Deadline of 14

Schedules Including

Activity Original Resource Constraint
Schedule Criterion 4: Other:
5 + 4 4 + 5

Time Cost Time Cost Time Cost

3* 3+
4 4*
2% 6
5% 3*
4* 15 4*

Total 31.75 45

*the time for an activity on the critical path




34

6. An “"Easy" Way to Implement Criterion 4

Initially each activity's mean duration is chosen
ignoring the resource constraints. If activities A and
B have a resource conflict under this schedule, then
criterion 4 implies that A should precede B, A + B, if, for
these original activity mean durations, the schedule with
A + B has a smaller project completion time than the
schedule with B + A. The remainder of this section
describes a relatively easy procedure for determining which
activity order corresponds to the smaller project
completion time for given activity mean durations.

The simplest case is when only activities, say A and
B, compete for the same critical resource. The restructured
network with A + B will have smaller project completion

time if

0A + TB < 0B + TA

where
0; = the length of the longest path from the
source to the origin node of activity i,
and
T; = the length of the 1longest path from the
terminal node of activity i to the sink.
For example in the experimental project P4y activities 3 and

4 compete for the same resource.

There
03 = 7= duration of activity 1;

] O4 = 12 =duration of activity 2;

At L e
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T3 = 9= duration of activity 5;
T4 = 0, since the terminal node of activity 4
is the sink.

Hence

0, + TA =7+0=17 < 04 + T3 =12 + 9 = 23

3

and activity 3 should precede activity 4. With the activity
durations at their means and activity 3 preceding activity

4 the critical path contains activities 1, 3, and 5 and

has completion time 30. With 4 + 3 the critical path
contains 2, 3, 4, and 5 and has completion time 42.

For the more complicated situation where more than two
activities compete for the same critical resource. We can
use a similar strategy. Let activities A B and C
compete for the same critical resource. If

Op = Min. {0y, Og, O}
Tg = Min. {Tpe Tge T} o
then the project completion time is minimized when A »
C - B, If
0, = Min {Oa, Op, O}

TL = Min {TA' Ts. TC} .

then we have to find Min {OB, OC} and Min {TB. TC}, say 0B
and TC respectively. Then we find Min {0A + Tc» 0B + Tyl
1f 0B + TA is the minimum, then B + C + A leads to a minimum
nroject completion time. 1If 0A + TC is the minimum, then
A +B +C leads to a minimum project completion time.

For example in experimental project Pl activities

3, 4 and 5 compete for the same critical resource when
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project deadline is 39. Here
03 = 6 = duration of activity 1;
O = 9 = duration of activity 2;
O5 = 9 = duration of activity 2;

03 = Min {03, 04 , Og};

‘1‘3 = 16 = duration of activities 6 and 9;
'1‘4 = 17 = duration of activities 7 and 9;
Tg = 15 = duration of activity 8;
Ts = Min {T3, T" Ts}o ;
Hence 3 + 4 + 5 leads to the minimum project completion

time. In fact, checking all six possible precedence

relations, we have the following:

precedence relation: project completion time:
3 +4+5 56
3 +5+14 58
4 +5 +3 62
4 +3~+5 59
‘ 5 +4+3 62
5+3+4 61 .

7. Concluding Remarks
When more than one activity in a project requires the

same indivisible resource, the project schedule can resolve

this resource constraint by specifying the order in which
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these activities are to be performed. Five heuristic
criteria for determining this order have been considered.
Although each criterion was sometimes useful, the minimum
cost schedule for a given project deadline was most
frequently found by determining the optimal schedule

ignoring the resource constraints and then resolving any

resource usage conflict by ordering the conflicting
activities so as to minimize the project completion time.
This latter precedence criterion does not always yield
a minimum cost schedule. This happens because the criterion
chooses the activity ordering corresponding to the minimum
project completion time for given activity mean durat.ons
and does not consider the cost of compressing this project
completion time to meet a specified project deadline. The
difficulty arises because the derivative of the activity
cost with respect to the activity duration is not the
same for all activities. Hence it may cost less to
shorten one network's completion time by 5 units that to

shorten another by 3 units,

- @R

A et o - 55~ - oo - T Ty g T BRI
- . N " Rpale, oo




38

REFERENCES

Baker, T. C. Jr. and R. L. Sielken Jr., "A User's Guide to the
Computer Implementation of the New Project Scheduling Procedure :
Statistical PERT", THEMIS Project Technical Report No. 57, August,
1978.

Dunn, C. S. and R. L. Sielken Jr, "Statistical PERT : An Improved
Project Scheduling Algorithm", THEMIS Project Technical Report
No. 55, February, 1977.




Unclassified

SECUNITY CLASSIFICATION OF THIS PAGE (When Date Entered)

READ INSTRUCTIONS
REPORT DOCUMENTATION PAGE BEFORE COMPLETING FORM
T REPGAT NUMBER Z. GOVY ACCESSION NG 3. RECIPIENT'S CATALGG NUMBER

* 1D- Hog2 070

4. TITLE (and Subtitle) S. TYPE
@ " 'EVALUATION OF PRECEDENCE .CRITERIA FOR _PROJECT/ Technical Sfepf.

SCHEDULING UNDER _RESOURCE CONSTRAINTS" [‘*“
L 6. PERFORMING ORG. REPORT NUMBER

7. AUTHOR(s) 8. CONTRACT ON GRANT NUMBER(s)
70 Shi Min z ngl_ and _ L"-\—-«“-r
ZO Robert L.ﬁielken, Jr; / ____312@14—78—C—BM
it < sicr b
9. PERFORMING ORGANIZATION NAME AND ADDRESS 0. RROCRAM ELEMENT. PROJ
Texas A&M University
Institute of Statistics NR 047-179

College Station, TX 77843

11. CONTROLLING OFFICE NAME AND ADORESS - ’

13. NUMBER OF PAGES

45

T4, MONITORING AGENCY NAME & ADDRESS(/f diffe ontrolling Oflice) 18. SECURITY CLASS. (of this report)

Unclassified

Office of Naval Research

5a. o: ssmcnuou?mncnomc" ‘

18. DISTRIBUTION STATEMENT (of thie Report)

Approved for public relie._d.i.s“mi limited.
D71 EMIE= 022 ]

P hpusmtd

17. DISTRIBUTION STATEMENT (of the ebatract entered In Block 20, if different from Report)

NA

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverse side i necessary and identily by block number)

project scheduling
resource constraints
random activity durations

choosing activity duration distributions
APSTRACT (Continue en reverse side il y and identify 8y dlock number)

When more than one activity in a project requires the same indivisible
resource, the project schedule can resolve this resource constraint by
specifying the order in which these activities are to be performed.
Several heuristic criteria for determining this order are considered.

The minimum cost schedule for a given project deadline can often be
found by determining the optimal schedule ignoring the resource

DD , on'>s 1473  eoition oF 1 nov 8 15 oRsOLETE
$/N 0102-LF-014-6601

3xy35¢




..
WA st s et

Unclassified
SECURITY CLASSIFICATION OF THIS PAGE (When Date Entered)

19, cont.

competition for indivisible resources
minimum cost schedule

project completion time distribution
specified project deadline
statistical PERT

20, cont,

:;5 constraints and then resolving any resource usage conflicts by
ordering the conflicting activities so as to minimize the project
completion time., A simple procedure for determining this latter
order is given.

P

Unclassified -
SECURITY CLASSIFICATION OF THIS PAGE(When Date Batored)

.n,,.,_mmm:n"— P R T T P

et o it




6 April 1979

BASIC DISTRIBUTION LIST FOR
UNCLASSIFIED TECENICAL REPORTS
OPERATIONS RESEARCH PROGRAM

ONR CODE 43k

Operations Reserach Progrem (Code 43%)
Office of Naval Research
Arlington, VA 22217

Defense Technical Inf
Cemeron Station ormation Center

Alexandria, VA 2231h

Defense Logistics Studies
Information Exchange

Army Logistics Management Center

Fort Lee, VA 23801

office of Naval Research Branch Office
New York Area Office

T15 Broadway - Sth Floor

New York, NY 10003

Office of Naval Research Branch Office
Bildg. 1llu, Section D

666 Summer Street

Boston, MA 02210

Ooffice of Naval Research Branch Office
1030 East Green Street
Pasadena, CA 91106

Office of Navel Research Branch Office
536 South Clark Street
Chicago, IL 60605

Prefessor Martin Shubik
Department of Econcmics
Yale University

Nev Haven, CT 06520

Professor Abraham Charnes
Department of Mathematics
The Universzity of Texas
Austin, TX 78712

(3)

(12)

(1)

(1)

(1)

(1)

()

(1)

(1)

(1)

Professor Gerald L., Thompson (1)
Graduate School of Industrial Adam,
Carnegie-Mellon University
Pittsburgh, PA 15213

Professor Ceorge B. Dantzig (1)
Department of Operations Research
Stanford University

Stanford, CA 94305

Professor Ronald W. Shephard (1)
Operations Research Center

University of California

Berkeley, CA 94720

Mr. Harvey Paige 1)
Maritime Transportation Research Board
National Academy of Sciences
Washington, D.C. 20418

Professor William F. Lucas (1)
Department of Operations Research
Cornell University

Ithaca, NY 14850

Professor Arthur M. Geoffrion (1)
Graduete School of Business Adm.
University of California

Los Angeles, CA 90024

Dr. Richard Hatch (1)
Decision Systems Associates, Inc.

350 Fortune Terrace, 2nd Floor
Rockville, MD 20854

Professor H. Donald Ratliff (1)
School of Industrial &

Systems Engineering
Georgia Institute of Technology

“Atlanta, GA 30332

Professor Robert M. Stark (1)
Depertment of Statistics &

Camputer Sciences

University of Delawsre

Newvark, DE 19711




Professor George S. Fishman

Curriculum in Operations Research
& Systems Analysis

University of North Carolina

Chapel Hill, NC 2751k

Prof.Harvey M. Wagner

School of Business Administration
University of North Caroclina
Chapel Hill, NC 2751k%

The George Washington University
Logistics Research Project

707 22nd Street, N.W.
Washington, D.C. 20037

Professor Averill M. Law

Department of Industrial Engineering
University of Wisconsin

Madison, WI 53706

Professor Marshall Fisher
Decision Sciences Department
The Wharton School
University of Pennsylvania
Fhilaedelphia, PA 1917k

Dr. George E. Pugh
Decision-Science Applications, Ime.
1500 Wilson Blvd.

Arlington, VA 22209

Professor Harvey M. Salkin
Department of Operations Research
Case Western Reserve University
Cleveland, OH LU4106

Professor Darwin Klingman
Department of Operations Research
& Computer Sciences

University of Texas

Austin, TX 78765 .

(1)

(1)

(1)

(1)

(1)

(1)

(1)

Professor Douglas Montgomery
School of Industrial & Systems Eng.
Georgia Institute of Technology
Atlanta, GA 30332

(1)

Dr. R, L. Sielken (1)
Institute of Statistics
Texas A&M University

College Station, TX 77843

Dr. Joseph Augusts (1)
MATHTECH, Inc.

1401 Wilson Boulevard

Arlington, VA 22209

Professor Gerald J. Lieberman (1)
Department of Operations Research
Stanford University

Stanford, CA 94305

Professor Cyrus Derman (1)
Department of Civil Engineering
and Engineering Mechanics
Columbia University
New York, NY 10027

Professor K. T. Wallenius (1)
Department of Mathematical Sciences
Clemson University

Clemson, SC 29631

Professor M. L. Shooman (1)
Department of Electricel Engineerirg
Polytechnic Institute of New York
Brooklyn, RY 11201

Dr. Rancy Mann (1)
Rockwell International Corporation
Science Center

P.0. Box 1085

Thousand Oaks, CA 91360




(1)

Professor Wallace R. Blischke

Dept. of Quantitative Business Anmalysis
University of Southern California

Los Angeles, CA 90007

Professor R. S. Leavenworth (1)
Department of Industrial

& Systems Fngineering
University of Florida .
GCainesville, FL 32611 .
Professor M. Zia Hassan (1)
Department of Industrial &

Systems Engineering

I11linois Institute of Technology

Chicago, IL 60616

pr. Paul Arvis (1)
DRXMC-PRO

Army Logistics Management Center
Fort Lee, VA 23801

LCOL Deniel E. Strayer, USAF (1)
Executive Director

Alr Force Business Research
Manegement Center/LAPB
Wright-Patterson AFB, OH L5433
Mr. L. G. LaMarca (1)
Program Director for Sea Control

Studies, Code 127

Naval Weapons Center

China Lake, CA 93555

Dr. Wilhelm Bortels (1)
Naval Undervater Systems Center (Code 214)
New london, CT 06320

Dr. Glen E. Hornbaker (1)
Armaments Development Departaent

Kaval Surface Weapons Center

Dahlgren, VA 22LL8

Mr. Charles M. Merrov (1)
Operations Analysis Group (Code 121B)

Naval Ocean Systems Center

San Diego, CA 92152

Mr. Thomas E. Willey (1)
Chief of Planning, Systems Analysis

& Engineering Department
Naval Air Development Center
Warminster, PA 1897k

Mr. Ted C. Buckley (1)
Analysis & Intelligence Office (Code 530)
Naval Coastal Systems Laboratory

Papama City, FL 32k01

Mr. Marshall J. Tino ()
Ordnance Systems Assessment Division |
Naval Surface Weapons Center ;
White Oak

Silver Spring, MD 20910

Mr. Russell Richards (1)
Naval Postgraduate School (Code 55)
Monterey, CA 93940

Naval Postgraduate School (1)
Department of Operations Research
Monterey, CA 9394C

Naval Postgraduate School (1)
Library (Code 0212)
Monterey, CA 93940

Dr. A. L. Slafkosky 1)
Scientific Advisory

Commendent Marine Corps (Code AX)
Washington, D.C. 20380

Assistant Chief for Technology 1)
Office of Naval Research, Code 200
Arlington, VA 22217

Dr. Joseph Bram (1)
Directorate of Mathematical

& Information Sciences
Air Force Office of Scientific Resgearch/=
Bolling Air Force Base
Washington, D.C. 20032

Applied Mathematics Laboratory (1)
Attn: Mr. Gene Gleissner

Naval Ship Research & Development Center
Washington, D.C.

20007




Army War College '
Attn: Lidrary
Carlisle Barracks, PA 17013

Raval War College
Attn: Library
Newport, RI 02840

Ceptain R. E., Helmes, Jr.
Naval Operations (Code 96&)
Pentagon 4AS538

Washington, D.C. 20350

Dr. Paul Boggs

U.S. Army Research Office

P.0. Box 12211

Research Triangle Park, RC 27709

Professor Stephen E. Jacobsen

Department of System Science

School of Engineering &
Applied Science

University of California

Los Angelas, CA 9002

¢ A AL LA Hb 5 ot

1)

(1)

(1)

(1)

(1)

e Ay e - e




